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ARTICLE INFO ABSTRACT

Neural responses in striatal, limbic and somatosensory brain regions track individual differences in loss
aversion, i.e. the higher sensitivity to potential losses compared with equivalent gains in decision-making under
risk. The engagement of structures involved in the processing of aversive stimuli and experiences raises a
further question, i.e. whether the tendency to avoid losses rather than acquire gains represents a transient
fearful overreaction elicited by choice-related information, or rather a stable component of one's own preference
function, reflecting a specific pattern of neural activity. We tested the latter hypothesis by assessing in 57
healthy human subjects whether the relationship between behavioral and neural loss aversion holds at rest, i.e.
when the BOLD signal is collected during 5 minutes of cross-fixation in the absence of an explicit task. Within
the resting-state networks highlighted by a spatial group Independent Component Analysis (gICA), we found a
significant correlation between strength of activity and behavioral loss aversion in the left ventral striatum and
right posterior insula/supramarginal gyrus, i.e. the very same regions displaying a pattern of neural loss
aversion during explicit choices. Cross-study analyses confirmed that this correlation holds when voxels
identified by gICA are used as regions of interest in task-related activity and vice versa. These results suggest
that the individual degree of (neural) loss aversion represents a stable dimension of decision-making, which
reflects in specific metrics of intrinsic brain activity at rest possibly modulating cortical excitability at choice.
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1. Introduction for losses, with the steeper degree of deactivation vs. activation

reflecting individual differences in behavioral loss aversion (henceforth

When making decisions under risk people typically display different
degrees of loss aversion (Kahneman and Tversky, 1979), i.e. higher
sensitivity to potential losses than equivalent gains. The consequences
of this phenomenon have been described in managerial (Jarrow and
Zhao, 2006), financial (Haigh and List, 2005) and political (Berejikian
and Early, 2013) settings. Individual differences in loss aversion have
been related to gender (Schmidt and Traub, 2002), age (Gachter et al.,
2007), and genetic factors affecting thalamic norepinephrine transmis-
sion (Takahashi et al., 2013), as well as neural activity and structure
(Canessa et al., 2013).

Neuroimaging studies have highlighted the role played by two
oppositely valenced neural systems in decision-making. An appetitive
system involves the ventral striatum in the network of reward-based
behavioral learning (Doya, 2008). This structure displays an asym-
metric bidirectional response of activation for gains and deactivation

“neural loss aversion”; Canessa et al., 2013; Tom et al., 2007). An
aversive neural mechanism involves the amygdala, as well as the right
posterior insula extending into the supramarginal gyrus (Canessa et al.,
2013). These regions, mediating anticipatory responses to aversive
events (LeDoux, 2012; Sehlmeyer et al., 2009), are more strongly
activated for prospective losses than deactivated for gains. In the right
parietal operculum and supramarginal gyrus the degree of asymmetry
of this response is additionally related to behavioral loss aversion, thus
mirroring the pattern of neural loss aversion observed in the striatum.
The bidirectional (gain-loss) signals coded by these regions likely
converge to downstream processing structures, e.g. posterior medial
frontal cortex (Canessa et al., 2009, 2011, 2013; Tom et al., 2007),
where they may underpin cost-benefit analyses (Croxson et al., 2009).

Importantly, however, human and animal studies have shown a
more complex pattern'in striatal and limbic responses to anticipated
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and experienced outcomes. The striatum has been shown to code
expectations about punishments in addition to rewards, i.e. an
“aversive” prediction error (Seymour et al., 2007; Delgado et al.,
2008) contributing to the anticipation of financial losses (Delgado
et al., 2011). Moreover, lesional (Kazama et al., 2012) and electro-
physiological (Sangha et al., 2013) evidence of reward-related coding in
amygdala neurons supports its role in mediating avoidance learning
also by predicting relief (Rogan et al., 2005; Seymour et al., 2005).
While the observation of mixed appetitive and aversive neuronal
responses is consistent with the aforecited bidirectional gain-loss
responses in striatal and insular cortex, further evidence is needed to
unveil the role of the these regions, as well as their connecting circuitry,
in outcome anticipation and loss aversion.

The relationship between loss aversion and the dynamics of regions
involved in affective processing highlights a crucial issue for neural and
behavioral sciences (Camerer, 2005). Loss aversion may represent
either a stable expression of preferences or rather the consequence of a
transient fearful reaction to choice-related information. Answering this
question would inform a more general discussion on the meaning of
(ir)rationality in human decision-making. Avoiding losses, indeed, may
reflect a genuine expression of preference, rather than a transitory
judgment error, if the loss-related aversive feeling is long-lasting
(Camerer, 2005).

We addressed these issues by investigating a neural signature of
loss aversion in resting-state activity, i.e. the intrinsic pattern of brain
functioning in the absence of an explicit task. In this condition, slow
synchronous fluctuations of the BOLD signal in different resting-state-
networks (RSNs) underlie default connectivity within and between
functionally integrated regions (Fox and Raichle, 2007), i.e. those
recruited by specific task-related processing (De Luca et al., 2006). We
thus predicted that, among different RSNs highlighted by a group
Independent Component Analysis, a significant correlation between
behavioral loss aversion and the intensity of brain activity would
involve the regions displaying neural loss aversion at choice, thus
supporting the view of aversion to losses as a stable outcome of
processes anticipating prospective affects and bodily states.

2. Materials and methods
2.1. Participants, task and experimental procedure

Fifty-seven right-handed (Oldfield, 1971) healthy volunteers (25
females and 32 males; mean age=23.8 years; standard deviation [sd]
=1.8 years) participated in the study. None of the subjects had
previously participated in our fMRI study on the neural bases of loss
aversion (Canessa et al., 2013). Moreover, none of them reported a
history of neuropsychiatric conditions or substance abuse, nor was
currently taking any medication interfering with cognitive functioning.
They gave their written informed consent to the experimental proce-
dure, which was approved by the local Ethics Committee.

Participants performed, outside the MR scanner, a gambling task
involving the anticipation of real monetary gains and losses (see
Canessa et al. (2013) for a detailed description of the task and
experimental paradigm). They were asked to accept or reject a series
of 104 mixed gambles offering equal chances (fixed at 50%) to gain or
lose different amounts of money, sampled from a symmetrical gain-loss
matrix with possible gains and losses being uncorrelated. To avoid
possible contaminations of resting-state fMRI data by mental activity
related to financial outcomes, they were asked to participate in the
behavioral task only after the MRI session. Participants’ performance
resulted either in the increase or decrease of an initial cash endowment
that was delivered at least 1 week before task performance to minimize
the perception of “windfall” gains. In addition, they completed the
short version of the Temperament and Character Inventory (TCI;
Cloninger et al. (1994); Italian translation of the revised-TCI by
Martinotti et al. (2008)), which measures four dimensions of person-
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ality including reward dependence and harm avoidance (data available
from 52 out of 57 subjects who agreed to provide personality
measures).

2.2. Behavioral analysis

The details of the analysis procedure have been previously reported
(Canessa et al., 2013). Briefly, we modeled the probability of accepting
the mixed gamble using a logistic psychometric function with separate
linear utility functions for gains and losses (Tom et al., 2007):

Pr(Y = 1) = ¥(Us(G)Fs + U(L)R) = lI’(l(/ILPL + (1 - A)GPg)]
v

where Pr(Y=1) is the probability of accepting the gamble, W(0)=1/
(1+e) is the logistic function, Ug(G)Pg+Uy(L)Py, is the expected utility
for a mixed gamble, and Ug(G)=AsG and Up(L)=A L are the linear
utility functions (Ag>0, A,>0, G>0 and L<0). As assumed by
Prospect Theory, gains and losses can be weighted differently and the
utility functions depend on changes in wealth (gains and losses) rather
than on the final state of wealth (Kahneman and Tversky, 1979;
Tversky and Kahneman, 1992). As in Tom et al. (2007) and Canessa
et al. (2013) we did not include probability weighting functions and
used linear utility functions to allow the comparison between studies.
This Expected Utility (EU) model can be re-parameterized in terms of
weighted average between gains and losses with a loss aversion A=Ap/
(AL+Ag) and response uncertainty v=1/( AL+Ag) parameters. The loss
aversion parameter A is closely related to the definition of loss aversion
used by Tom et al. (2007) (Ar/Ag=A/(1-A\)). By definition, this para-
meter indicates a loss averse subject when its value is larger than 0.5.
The response uncertainty parameter corresponds to the inverse of the
slope of the psychometric function, and reflects how well the model
separates the two possible responses.

To test the significance of the loss aversion parameter we also fitted
the simpler Expected Value (EV) model to the responses of the subject:

Pr(Y = 1) = (8 EV)

where EV=P; L+PgG is the expected value of the gamble. Since the EV
model is a special case of the previous EU model with loss aversion
parameter corresponding to a loss neutral subject (A=0.5) and v=2/,
the Likelihood Ratio Test (LRT) between the two models follows a x>
distribution with 1 degree of freedom. To estimate participants’ risk
aversion, the EV model was extended to include the risk as follows:

Pr(Y = 1IF;, G, P, L) = ¥ (B, + BEV + p,R)

where the risk R=(G2PG(1—PG)+L2PL(1—PL))I/ 2 corresponds to the SD
of the possible outcomes of the gamble. In this model, the ‘indifference’
straight line EV=yo+yrR with yo=—Po/B; and yr=—P2/P; expresses a
trade-off between the expected value EV and the risk R of the gambles
toward which the participant has no preference. A positive slope yr
indicates a risk-averse person who accepts more risky gambles only
with a commensurate increase of their expected value.

2.3. Resting-state fMRI data collection

We collected functional T2*-weighted MR images with a 3 T Philips
Achieva scanner (Philips Medical Systems, Best, NL), using an 8-
channels Sense head coil (sense reduction factor=2). Functional images
were acquired using a T2*-weighted gradient-echo, echo-planar-ima-
ging (EPI) pulse sequence (36 continuous ascending transverse slices
covering the whole brain, tilted 30° downward with respect to the
bicommissural line to reduce susceptibility artifacts
in orbitofrontal regions; TR=2000 ms, TE=30ms, flip-angle=85°,
FOV=192 mmx192 mm, slice thickness=3.7 mm, interslice
gap=0.55 mm, in-plane resolution=2 mmx2 mm). The rs-fMRI session
included 150 volumes (corresponding to 5 min), preceded by 6
“dummy” functional volumes covering the amount of time needed to
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allow for T1-equilibration effects.

Participants were positioned comfortably on the scanner bed and
fitted with soft ear plugs; foam pads were used to minimize head
movement. They were then instructed to lie quietly with their eyes open
and stare passively at a foveally presented fixation cross. This proce-
dure has been shown to facilitate network delineation compared with
eyes-closed conditions (Van Dijk et al., 2010).

2.4. rs-tMRI data pre-processing

Image pre-processing was performed using SPM8 (http://www.fil.
ion.ucl.ac.uk/spm), implemented in Matlab v7.4 (Mathworks, Inc.,
Sherborn, MA) (Worsley and Friston, 1995). The 150 volumes from
each subject underwent a standard spatial pre-processing including
spatial realignment to the first volume and unwarping, slice-timing
correction with the middle slice in time as a reference, spatial
normalization into the standard Montreal Neurological Institute
(MNT) space and resampling in 2x2x2 mm? voxels, as well as spatial
smoothing with a 8 mm full-width half-maximum (FWHM) isotropic
Gaussian kernel. We then divided the time series of each voxel by its
average intensity, in order to convert them to percent signal change
units. This procedure of “intensity normalization” has been shown to
improve the accuracy and test-retest reliability of the output
components of Independent Component Analysis (ICA) (Allen et al.,
2011).

We assessed the consistency of spatial normalization across parti-
cipants by computing the spatial correlation between the SPM EPI
template and the smoothed normalized mean image of the realigned
volumes of each subject. Such correlation was above 95%
(mean=0.965, SD=0.002) for all participants, indicating a reliable
and consistent spatial normalization. In addition, we used the Motion
Fingerprint toolbox (http://www.medizin.uni-tuebingen.de/kinder/
en/research/neuroimaging/software/) to compute, for each subject, a
comprehensive indicator of scan-to-scan head motion. All subjects met
maximum movement threshold of < 1.5 mm in any direction to be
included in the analyses (mean=0.66 mm; SD=0.28).

2.5. Group Independent Component Analysis (gICA)

We used multivariate spatial group ICA, as implemented in the
GIFT toolbox (http://icatb.sourceforge.net; Calhoun et al., 2001), to
extract temporally coherent and maximally independent spatial
sources, i.e. functional networks or “spatial maps” (SM), from
resting-state time series (or timecourses, TCs). ICA was preceded by
a data-reduction Principal Component Analysis (PCA) retaining 100
principal components from single subjects’ TCs (Erhardt et al., 2011).
Subsequent group ICA retained 75 components through a neural
network algorithm (Infomax) that attempts to minimize the mutual
information of the network outputs to identify naturally grouping and
maximally independent sources (Bell and Sejnowski, 1995). ICA was
repeated 250 times in Icasso (http://research.ics.aalto.fi/ica/icasso/)
and resulting components were clustered to ensure the consistency and
reliability of the decomposition, that are quantified using a quality
index Iq ranging from O to 1 and reflecting the difference between
intra-cluster and extra-cluster similarity (Himberg et al., 2004).
Aggregate SMs were estimated as the centrotypes of component
clusters to reduce sensitivity to initial algorithms parameters.
Subject-specific SMs and TCs were estimated with gICA3 back-
reconstruction (Calhoun et al., 2001; Erhardt et al., 2011).

2.5.1. RSN selection and identification

We used the spectral characteristics of component TCs to discri-
minate RSNs from physiological artefacts. Based on the notion that
resting-state TCs are dominated by low frequency fluctuations (Cordes
et al, 2000), following Allen et al. (2011) we focused on two
complementary metrics related to the average power spectrum of
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Fig. 1. Spectral properties of retained and excluded resting-state Independent
Components. Average power spectrum of both the retained (#=35; blue) and excluded
(#=40; red) independent components (ICs), showing the mean (+ standard deviation)
contribution of each of 129 frequency bins (horizontal axis; range=0-0.25 Hz) to
normalized power (vertical axis). Components were selected based on “dynamic range”,
i.e. the difference between peak power and minimum power at frequencies to the right of
the peak, and “low frequency to high frequency power ratio”, i.e. the ratio of the integral
of spectral power below 0.1 Hz (low frequencies; yellow sector) to the integral of power
between 0.15 and 0.25 Hz (high frequencies; green sector).

components (Fig. 1). The first is the “dynamic range”, i.e. the difference
between peak power and minimum power at frequencies to the right of
the peak. The second is “low frequency to high frequency power ratio”,
i.e. the ratio of the integral of spectral power below 0.1 Hz to the
integral of power between 0.15 and 0.25 Hz (low and high frequencies
respectively). In addition, the aggregate spatial maps underwent a
visual inspection by three independent raters, based on expectations
that they should involve grey matter rather than known ventricular,
vascular, susceptibility or motion-related artifacts. Each rater scored
spatial maps by assigning them to one of three possible classes, i.e.
definite artefact (0), mixed (1) or genuine resting-state component (2).
We retained only the components assigned to the latter class by all
raters. The two spectral characteristics, alongside an Iq > 0.8 and the
visual inspection of the aggregate SMs, led to identify a subset of 35 out
of 75 components as genuine RSNs. We anatomically labelled the
retained RSNs using the template provided by the GIFT toolbox. A
refined labelling of the components showing a significant relationship
with loss aversion (se below) was performed using the cytoarchitec-
tonic maps implemented in the SPM Anatomy toolbox v2.2¢ [Eickhoff
et al., 2005] and the Oxford-GSK-Imanova connectivity striatal atlas
[Tziortzi et al., 2014] provided by FSL [www.fmrib.ox.ac.uk/fsl].

2.5.2. Statistical analyses: loss aversion and intensity of intrinsic
brain activity

For all the selected components, we then performed correlational
analyses to investigate a significant relationship between behavioral
loss aversion and the intensity of resting-state spatial maps (SMs),
related to the connectivity and degree of coactivation within a network
(Allen et al., 2011). Since our previous study had shown a significant
positive correlation between loss aversion and risk aversion, we used
partial correlations to test this correlation while controlling for risk
aversion. Component SMs were thresholded based on the distribution
of voxelwise t-statistics (mean+4 SD) in order to identify voxels with
strong and consistent activation across subjects and thus focus
subsequent analyses on the most representative sectors of each net-
work. Although spatial ICA successfully identifies motion-related
sources which are removed from analyses (McKeown et al., 2003;
Kochiyama et al., 2005), we included average scan-to-scan motion as a
nuisance predictor in order to discount any residual motion-related
variance in RSNs.

We report as statistically significant only the results surviving a p <
0.05 threshold corrected for multiple comparisons using False
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Loss aversion and resting-state/task-related brain activity

z=-2

Task-related activity (gain anticipation)
B Resting-state component 21a
Resting-state component 21b

Task-related activity (loss anticipation)
B Resting-state component 02
I Resting-state component 22

p < 0.05 corrected

Fig. 2. Loss aversion and resting-state/task-related brain activity. Loss aversion, i.e. the overweighting of prospective losses compared with equivalent gains in decision-making under
risk, is significantly related to spontaneous brain activity in the striatum (IC 21, involving both the left (green) and right (magenta) hemispheres), as well as the right posterior insula (IC
02, cyan) extending into the supramarginal gyrus and lateral temporal cortex (IC 22, yellow). The figure also reports the voxels in which brain activity at choice tracks the amount of
anticipated gains in the ventral striatum (blue) and anticipated losses in the right posterior insula/supramarginal gyrus (red), as described by Canessa et al. (2013).

Discovery Rate (FDR; Genovese et al., 2002). In the GIFT toolbox, this
equals correcting for the multiple tests performed over all modelled
components and retained voxels.

2.5.3. Cross-study region-of-interest analyses

We employed cross-study region-of-interest analyses to test the
consistency of the present results against our previous data on the
neural bases of loss aversion during actual choices (Canessa et al.,
2013).

To this purpose, we first used the SPM toolbox Marsbar (http://
marsbar.sourceforge.net/) to create binary masks of the clusters
displaying a significant correlation between the intensity of resting-
state brain activity and behavioral loss aversion in the present data. We
then used these masks as regions of interest to extract, with the SPM
toolbox REX (http://web.mit.edu/swg/software.htm), task-related
mean parameter estimates from the statistical maps of the 56
subjects participating in the study by Canessa et al. (2013), for
subsequent offline correlation analyses. Namely, we tested whether a
pattern of neural loss aversion (i.e. correlation between loss aversion
and the degree of asymmetry between neural responses to losses vs.
gains) holds also in the clusters identified by resting-state correlational
analyses. We then performed the reverse procedure, to test whether the
correlation between behavioral loss aversion and the intensity of
resting-state brain activity holds in the peak-coordinates of the most
representative clusters displaying neural loss aversion in our previous
study, i.e. left ventral striatum (peak coordinates: -16 18 -2,
corresponding to present component 21) and right posterior insula/
supramarginal gyrus (peak coordinates: 58 -20 16, corresponding to
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present component 2) (note that the amygdala did not display such a
response). This cannot be considered an instance of “double-dipping”
(Kriegeskorte et al., 2009), since the cross-correlations are computed
between voxels identified in two distinct studies based on different
statistical analyses and samples.

In order to test the specificity of such relationship we additionally
run all the above analyses as partial correlations, i.e. between brain
activity and loss aversion while controlling for risk aversion. In
addition, we repeated this procedure to test a correlation between
intrinsic brain activity and the uncertainty parameter.

We report as statistically significant only the results surviving a p <
0.05 statistical threshold corrected for multiple comparisons based on
False Discovery Rate (FDR; Benjamini and Hochberg, 1995).

2.5.4. Prediction of loss aversion using intrinsic brain activity

We employed a multiple regression model to assess the global
efficacy of intrinsic brain activity for predicting loss aversion, while also
further testing the functional overlap between its task-related and
resting-state neural correlates. To this purpose, we entered the average
intensity of resting-state activity in the left striatal and right posterior
insular clusters reported in our previous study, alongside participants’
gender, as simultaneous predictors in a multiple regression model
predicting loss aversion (and, separately, risk aversion or uncertainty).
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3. Results
3.1. Behavioral results

In line with previous evidence (e.g. Gachter et al., 2007), 45
subjects (78.9%; 19 females and 26 males) were loss averse (LRT: p
<0.05 and A > 0.5), 9 (15.8%; 4 females and 5 males) were loss neutral
(LRT: p>0.05 and A=0.5), and 3 (5.2%; 2 females and 1 male) were
loss prone (LRT: p<0.05 and A<0.5). Loss aversion was strongly
correlated with risk aversion (r=0.902, p < 0.00001). There was no
significant gender difference in loss aversion (t(55)=0.659, p=0.512),
risk (t(55)=0.457, p=0.649) or uncertainty (t(55)=1.373, p=0.175). In
addition, we found no significant correlation between loss aversion and
any of the temperament TCI scales (harm avoidance, reward depen-
dence, novelty seeking and persistence; all p > 0.1). In keeping with our
previous data (Canessa et al., 2013) behavioral loss aversion was
negatively related to the overall payoff (r=-0.475, p=0.000188).

3.2. Loss aversion and intensity of resting-state brain activity

We observed a significant positive correlation between behavioral
loss aversion and the intensity of intrinsic brain activity in three
components, involving the ventral striatum bilaterally (component 21;
simple correlation: r=0.6103, r?=0.3724, FDR-p < 0.000001; partial
correlation with risk: r=0.5326, FDR-p=0.000069) as well as the right
posterior insular cortex and parietal operculum (component 2; simple
correlation: r=0.5929, r?=0.3516, FDR-p < 0.000001; partial correla-
tion with risk: r=0.2740, FDR-p=0.041) extending laterally into the
supramarginal gyrus and lateral temporal cortex (component 22;
simple correlation: r=0.5203, r°=0.2707, FDR-p < 0.000001; partial
correlation with risk: r=0.509, FDR-p=0.0000915) (see Fig. 2 and
Table 1). Striatal activations encompassed the limbic striatum (mainly
the nucleus accumbens) and putamen bilaterally, as well as the caudate
in the left hemisphere (Tziortzi et al., 2014). Caudal activations
involved the posterior insular cortex and the parietal operculum
(OP1/0P2) in the secondary somatosensory cortex (Eickhoff et al.,
2006a,b). Only a marginally significant correlation (FDR-p=0.072) was
found for a further cluster encompassing the left amygdala, which was
thus excluded from subsequent analyses.

The spatial overlap between these loci of resting-state activity and
those observed by Canessa et al. (2013) in subjects making real choices
(see Fig. 2) were confirmed by cross-study correlational analyses on the
average BOLD signal extracted from different regions of interest. First,
behavioral loss aversion was positively related to the intensity of
resting-state brain activity in the voxels displaying neural loss aversion
in Canessa et al. (2013), i.e. the left ventral striatum (displaying steeper

Table 1
Intensity of intrinsic brain activity and loss aversion.
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deactivation for losses than activation for gains; simple correlation:
r=0.3404, FDR-p=0.0123; partial correlation with risk: r=0.3077,
FDR-p=0.021) and the right posterior insula/supramarginal gyrus
(displaying steeper activation for losses than deactivation for gains;
simple correlation: r=0.3607, FDR-p=0.0116; partial correlation with
risk: r=0.3177, FDR-p=0.021) (see Fig. 3; blue and red colors,
respectively). Second, a re-analysis of those data confirmed this
bidirectional pattern of neural loss aversion also in the left ventral
striatum (simple correlation: r=0.3323, FDR-p=0.0123; partial corre-
lation with risk: r=0.3248, FDR-p=0.021) and right posterior insula/
supramarginal gyrus (simple correlation: r=0.4710, FDR-p=0.008;
partial correlation with risk: r=0.4636, FDR-p=0.0012) highlighted
by resting-state correlational analyses in the present study (see Fig. 3;
green and cyan colors, respectively).

In none of the above analysis, instead, a significant relationship was
found between the uncertainty parameter and resting-state brain
activity.

Supporting the functional overlap between resting-state and task-
related brain activity, a multiple regression model (F(3, 53)=6.7359,
p=0.00062; adjusted R?=0.2350) showed that a significant amount of
variance in loss aversion was explained by intrinsic activity in the left
striatal (f=0.3644, t(53)=3.1056, p=0.0030, observed power=0.8619)
and right posterior insular (§=0.3537, t(53)=3.0242, p=0.0038, ob-
served power=0.8435) clusters engaged by real choices (Canessa et al.,
2013), with no significant effect of gender ($=0.1948, t(53)=1.6596,
p=0.1029, observed power=0.3706). Compared with this evidence, the
same model explained a significant but smaller amount of variance of
risk aversion (F(3, 53)=3.4652, p=0.0224; adjusted R?=0.1166), with
only the right posterior insula as significant predictor (f=0.3053, t(53)
=2.4298, p=0.0185, observed power=0.6648). Instead, it did not
explain significantly variation in the uncertainty parameter (F(3, 53)
=1.2641, p=0.2960; adjusted R>=0.0139).

Only for visualization purposes we extracted, and plotted against
behavioral loss aversion in Fig. 4, the average intensity of spontaneous
activity in the voxels which were commonly activated both in the
present and our previous study, i.e. left ventral striatum and right
posterior insula/supramarginal gyrus.

Among the four temperament scales in the TCI questionnaires, only
harm avoidance displayed a significant correlation with neural metrics,
i.e. with the strength of resting-state activity in the right posterior
insula/supramarginal gyrus (component 22; r=0.3172, p=0.022). The
specificity of this effect was confirmed by a multiple regression model,
retaining this cluster as the only significant predictor of variance in
harm avoidance (adjusted R?=0.0826, p=0.022).

gICA component K X y Z H Anatomical region Labeling T-score
Component 21 274 -20 10 -4 L Putamen na 5.17
-18 6 10 L Putamen na 3.55
-8 4 16 L Caudate Nucleus na 3.07
201 10 12 -14 R Ventral Striatum na 4.55
22 2 -6 R Pallidum na 3.58
Component 2 246 50 -26 22 R Rolandic Operculum Area OP1 [SII] 4.84
38 -12 16 R Insula Lobe Area OP3 [VS] 3.02
58 -26 32 R SupraMarginal Gyrus Area PFt (IPL) 2.96
Component 22 83 62 -22 20 R SupraMarginal Gyrus Area OP1 [SII] 5.35

Anatomical characterization of the gICA components in which the intensity of intrinsic brain activity is significantly related to behavioral loss aversion (p < 0.05 FDR corrected for
multiple comparisons). Cytoarchitectonic labeling was performed based on the overlap between each cluster and available probability maps on the Anatomy Toolbox for SPM (v.2.2¢;
Eickhoff et al., 2005). Striatal activations were localized on the Oxford-GSK-Imanova connectivity striatal atlas [Tziortzi et al., 2014].

K: cluster extent in number of voxels (2x2x2 mm?®); H: Hemisphere; L: Left; R: right; na: not assigned to any known cytoarchitectonic probability map; OP: parietal operculum; SII:

secondary somatosensory; VS: Ventral Somatosensory; IPL: inferior parietal lobule.
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Fig. 3. Task-Rest cross-correlations. Top panels: behavioral loss aversion is positively related with the intensity of resting-state brain activity in the voxels displaying neural loss
aversion at choice in Canessa et al. (2013), i.e. the left ventral striatum displaying steeper deactivation for losses than activation for gains (blue) and the right posterior insula/
supramarginal gyrus displaying steeper activation for losses than deactivation for gains (red). Bottom panels: a re-analysis of our previous data confirmed a bidirectional pattern of
neural loss aversion, i.e. different slope in the gain vs. loss responses, also in the left ventral striatum (steeper deactivation for losses than activation for gains; green) and right posterior
insula/supramarginal gyrus (steeper activation for losses than deactivation for gains; cyan) voxels highlighted by resting-state correlational analyses in the present study.

4. Discussion

The main aim of this study is to assess whether loss aversion and its
associated neural responses are reflecting a transient affective over-
reaction to prospective losses, or are rather a genuine expression of a
stable preference function (Camerer, 2005). The latter claim would be
strongly supported by observing that a neural signature of loss
aversion, in the same structures recruited by explicit choices, can be
identified even in the intrinsic brain activity of individuals who are not
making any decision. Our results confirmed that, even when controlling
for the effect of risk aversion, behavioral loss aversion reflects the

intensity of spontaneous brain activity in the same regions displaying
neural loss aversion at choice, i.e. left ventral striatum and right
posterior insula/supramarginal gyrus (Canessa et al., 2013; Tom et al.
2007), thus supporting the view of aversion to losses as an endogenous
feature of human decision-making.

Cross-study correlational analyses confirmed the functional impli-
cations of the spatial overlap between the present results and those of
our previous study on task-related activations tracking loss aversion. In
addition, we found that 23.5% of the variance of subjects’ loss aversion
was jointly explained by the intensity of intrinsic brain activity in the
regions which, in our previous study, were associated with neural loss

Resting-state brain activity and neural loss aversion

Resting-state activity
(=}

04 05 06 07 08
Behavioral loss aversion

0.9

Gain-oriented neural loss aversion
& resting-state

Resting-state activity

04 05 06 07 08
Behavioral loss aversion

0.9
z=19
Loss-oriented neural loss aversion
& resting-state

Fig. 4. Spatial and functional overlap between intrinsic and task-related brain activity. Behavioral loss aversion is positively related with the intensity of intrinsic brain activity in the
common voxels across resting-state and task-related analyses, i.e. the left ventral striatum (red) and right posterior insula/supramarginal gyrus (blue). Scatterplots are for visualization

purpose only, and not used for any statistical inference.
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aversion during explicit choices, i.e. the left ventral striatum and right
posterior insula (Fig. 4). In sum, the consistent relationship between
behavioral and neural metrics obtained in different samples and
conditions suggests that behavioral loss aversion, as well as neural
loss aversion in the left ventral striatum and right posterior insula/
supramarginal gyrus, are strongly related with the intensity of resting-
state activity in these very same brain structures.

This evidence may provide insights into the nature and the neural
mechanisms of loss aversion. Previous studies have shown that resting-
state brain activity reflects intrinsic brain connectivity between and
within functional networks, i.e. groups of regions supporting cognitive
and sensorimotor performance beyond rest (De Luca et al., 2006). The
intrinsic functional architecture of the resting brain may thus unveil a
baseline level of the neurophysiological mechanisms underlying cog-
nitive functioning, unbiased by factors possibly affecting task-related
brain activity. Several studies have started to address the relationship
between different metrics of resting-state brain activity (reflecting
complementary facets of functional connectivity; Allen et al., 2011)
and several cognitive, sensorimotor or behavioral variables.
Preliminary neuroeconomic evidence in healthy individuals has related
individual differences in risk-seeking to intrinsic brain activity in the
medial orbitofrontal cortex (Neubert et al., 2015), right inferior frontal
cortex (Cox et al., 2010; Gianotti et al., 2009; Zhou et al., 2014) and
striatum (Cox et al., 2010). Extending these results, here we show that
loss aversion reflects in higher spontaneous brain activity in the same
regions coding a disproportionate neural anticipation of losses vs. gains
when making real choices.

By using a blind ICA approach to investigate a relationship between
loss aversion and structural architecture, we had already shown that
the former correlates with grey matter volume in a network encom-
passing the striatum, as well as amygdala and thalamus (Canessa et al.,
2013). Those data supported the view of loss aversion as a stable
behavioral response reflecting the structural properties of the network
of reinforcement learning (Doya, 2008). The present results addition-
ally show that aversion to losses reflects an intrinsic functional
architecture, thus grounding (neural) loss aversion in the intrinsic
connectivity of brain regions in charge of anticipating and evaluating
prospective outcomes. These results raise further crucial issues con-
cerning the functional significance of this evidence for the neural
mechanisms underlying actual choices, and more generally the dy-
namic functional role of spontaneous activity at rest. The fact that
visuo-perceptual learning modifies the resting covariance structure of
spontaneous activity between networks engaged by the task (Lewis
et al.,, 2009) suggests that such activity plays a role in maintaining
ongoing representations of the relationship between sensory stimuli
and behavioral responses. The present results extend these observa-
tions to the decisional domain, supporting the notion that the neural
mechanisms underlying choice are not a passive sensory-motor
analyzer driven by environmental stimuli (Lewis et al., 2009). They
may actually maintain an active representation of the value associated
to different options (e.g. gains vs. losses or sure vs. risky), shaped both
from a genetic disposition (Voigt et al., 2015) and prior experience. Our
results show that, in the case of outcome anticipation and loss aversion,
this neural representation involves the left ventral striatum and right
posterior insula/supramarginal gyrus. The relationship between neural
and behavioral loss aversion observed in these structures at rest may
reflect their baseline level of spontaneous activity, in turn modulating
their reactivity under cognitive and affective stimulation.

This hypothesis highlights a possible interpretation of (neural) loss
aversion in terms of increased prediction of an aversive body state,
associated with heightened anxious affects and driven by a network
centered on the striatum and insular cortex (Paulus and Stein, 2006).
Growing evidence shows that the latter underpins a sense of the
physiological condition of the body (Craig, 2002), through the integra-
tion of primary somato-visceral signals in the posterior insula and their
convergence to a representation of the internal bodily state generated
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in the right anterior insula. Recent models suggest that, via associative
mechanisms analogous to those described in the mesolimbic dopami-
nergic pathway (Schultz, 2007), this circuitry also underpins the
generation of anticipatory signals related to prospective negative
outcomes (Ploghaus et al., 1999), neurally embodied as aversive bodily
states. This process is strictly dependent on bidirectional anatomical
connections between the insular cortex and other key structures of
adaptive behavioral learning, i.e. the nucleus accumbens and amygdala
(Reynolds and Zahm, 2005), as well as the orbitofrontal cortex (Ongur
and Price, 2000).

Importantly, however, while both the striatum and posterior insula
mediate individual differences in loss aversion, the latter also con-
tributes - although to a smaller extent - to risk aversion. This functional
heterogeneity suggests that these structures play different roles. The
striatum is a core component of the network underlying outcome
anticipation in decision-making under risk (Tom et al., 2007; Knutson
and Huettel, 2015). Increasing evidence, however, shows that rather
than being a mere “reward” center the striatum may drive connections
between the cortical and subcortical nodes of the networks underlying
action selection in order to increase the efficiency and vigor of
avoidance, in addition to approach, behavior (Floresco, 2015). Within
this circuitry, the insula integrates and updates information about the
aversive vs. appetitive value of stimuli, in order to predict their effects
on prospective body states (Paulus and Stein, 2006). The connections
between anterior insula and anterior cingulate cortex may then under-
pin the allocation of attentional resources and behavioral adaptations
to such stimuli by executive processes of cognitive control
(Ridderinkhof et al., 2004).

It has been suggested that this model of interoception accounts for
“anxiety sensitivity”, i.e. the tendency of some individuals to perceive
interoceptive signals as threatening, mediated by heightened insular
aversive prediction signals alongside enhanced signaling of saliency by
the amygdala (Paulus and Stein, 2006). Supporting this view, several
studies highlighted increased insular activity in anxiety disorders, e.g.
during symptom provocation (Rauch et al., 1997), observation of
fearful faces (Wright et al., 2003) or anticipation of aversive stimuli
(Simmons et al. 2006), in phobic patients. A neural signature of anxiety
has been found also in resting-state brain activity, with abnormal
amygdala-insula connectivity tracking both state-anxiety (the discom-
fort induced temporarily by situations perceived as dangerous) and
trait-anxiety (a relatively enduring disposition to feel stress, worry, and
discomfort) (Dennis et al., 2011). In line with this literature, our
finding of a positive correlation between intrinsic posterior insular
activity and harm avoidance supports previous evidence showing that
insular activity during risky choices tracks the perception of homeo-
static imbalance (Droutman et al., 2015) and stable traits such as
neuroticism (Paulus et al., 2003). Although we found no direct
relationship between harm avoidance and loss aversion, our data thus
highlight a connection between their neural underpinnings. Namely, in
line with previous data they suggest that personality traits related to
anxious affects and anticipatory worries emerge from the spontaneous
activity of neural regions in which aversive interoceptive signals
provide a powerful mean for anticipated emotions to modulate
cognitive processing and behavioral responses (Mellers et al., 1999),
typically leading to avoidance of risk and conservative choices.

A limitation of this study is represented by the restricted age range
and background of participants, most of whom were university
students. Although with conflicting results, decision-making has been
shown to be influenced by socio-economic status (Hall et al., 2014;
Shah et al., 2015), cognitive abilities and education status (Cokely and
Kelley, 2009; Klein, 1999), as well as age-associated declines in
dopaminergic and serotonergic neuromodulation (Eppinger et al.,
2011; Rutledge et al., 2016). Further studies should thus assess the
extent to which our findings can be generalized to different subject
samples.
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5. Conclusions

Our results thus support the view of loss aversion as a stable
expression of preferences (Camerer, 2005), encoded in the functional
and structural architecture of a limbic-somatosensory neural system
anticipating heightened aversive bodily states. Even when no choice is
required, individual differences in the spontaneous responsiveness of
this interoceptive system reflect the impact of anticipated negative
affects on evaluative processes, leading to avoid losses rather than
acquire greater but risky gains. Such an account of (neural) loss
aversion in terms of increased prediction of aversive bodily states
closely mirrors its interpretation as an affective forecasting error
highlighted by psychological studies (Kermer et al., 2006). The latter
have shown that losses loom larger than gains in prospect even more
than in reality, because people overestimate the intensity and duration
of their reactions to negative outcomes (i.e. impact bias; Kahneman
and Snell, 1992), as well as the degree to which their future states will
resemble their current states (projection bias; Loewenstein et al.,
2003).

While providing novel evidence on the neural mechanisms under-
pinning decision-making under risk, these data highlight possible
directions for the future investigation of choice mechanisms in health
and disease.
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